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Statistical Inferences with Regression

» Tests of Parameters:
o Test of b,

In the population is the regression slope different from 02

o Test of b,
In the population is the Y-intercept different from 02

» Prediction:

o Confidence Interval for the Conditional Mean of Y at X;
Where do we believe the mean is for all people with a particular
level of X (point estimate £ interval)

o Confidence Interval for Y for an Individual at X;

Where do we believe the score is for a particular person at a
particular level of X (point estimate + interval)
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Approaches to Statistical
Inference with Regression

Sampling Distributions Known
(T-Tests)

Analysis of Variance &

General Linear Test
(F-Tests)
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