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Analysis of Variance and  
Linear Models in JMP 
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Hypothetical Data for Cost of Flights 

CostOfFlight 
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Platform: Fit Y by X  

Platform: Fit Model 
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Platform: Fit Y by X  

Platform: Fit Model 
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F2,97
Fisher-­‐‑Snedecor  	


Value  of  F  Statistic	


Critical  Region  
p  =  0.05	


Fobserved = 6.37

MStreatment
MSerror  

~ Fυ1,υ2
If  H0  is true (τ1 = τ 2 = ... = τ j = 0) :

FROM 
BEFORE 
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Platform: Fit Y by X  

Platform: Fit Model 
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Platform: Fit Y by X  

Platform: Fit Model 
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Inferences about Treatment Effects	


H0 :τ1 = τ 2 = ... = τ j = 0

H1 :Not  All τ j = 0

FROM 
BEFORE 
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Inferences about Treatment Effects	


H0 :τ1 = τ 2 = ... = τ j = 0

H1 :Not  All τ j = 0

“Main Effect” Test 
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Main Effect 

A “main effect” is the overall effect of a factor. 
A hypothesis test for a main effect is a test of 

whether there is evidence for an effect of 
different treatments (the levels of the factor) 
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Inferences about Treatment Effects	


H0 :τ1 = τ 2 = ... = τ j = 0

H1 :Not  All τ j = 0

“Main Effect” Test 
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Pairwise Comparison 

A pairwise comparison is a hypothesis 
test of a specific mean difference. 
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Pairwise Comparisons in JMP 
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Hypothetical Data for Cost of Flights 

CostOfFlight 
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Hypothetical IQ Data 1000 People 
taking 20 Different Drugs  

IQ-Drugs 
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Familywise Error Rate 

The familywise error rate (FWER), also called the 
experimentwise error rate, is the probability of 

making one or more false alarms when performing 
multiple pairwise comparisons 

Multiple comparisons lead to “alpha escalation” 

αFWER =1− (1−α each  comparison )g

g:  the  number  of  comparisons	
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αFWER =1− (1−α each  comparison )g

αFWER =1− (1− 0.05)
19

αFWER = 0.623
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Familywise Error Rate 

The familywise error rate (FWER), also called the 
experimentwise error rate, is the probability of 

making one or more false alarms when performing 
multiple pairwise comparisons 

Multiple comparisons lead to “alpha escalation” 

αFWER =1− (1−α each  comparison )g
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26 

FROM 
BEFORE 

αFWER =1− (1−α each  comparison )g

αFWER =1− (1− 0.05)
19

αFWER = 0.623
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FROM 
BEFORE 

Familywise Error Rate 

The familywise error rate (FWER), also called the 
experimentwise error rate, is the probability of 

making one or more false alarms when performing 
multiple pairwise comparisons 

Multiple comparisons lead to “alpha escalation” 

αFWER =1− (1−α each  comparison )g

g:  the  number  of  comparisons	
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Planned Comparisons (A Priori) vs.  

Unplanned Comparisons (Post-Hoc) 
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Planned Comparison 

A planned comparison is a specific comparison of 
means that a researcher was interested in testing 

before looking at the data 
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Unplanned Comparison 

An unplanned comparison is any comparison of 
means that a researcher is interested in testing 

after looking at the data. Unplanned comparisons 
are those tests that were suggested by the data 
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Procedures for  
Planned Comparisons 

32 

Bonferroni Correction 

αB =
αFWER

g

g:  the  number  of  specific  planned  comparisons	


:  Desired  Maximum  Familywise  Error  Rate	
αFWER

:  Alpha  level  for  each  planned  comparison	
αB
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Hypothetical IQ Data 1000 People 
taking 20 Different Drugs  

IQ-Drugs 

36 

Procedures for Unplanned 
Comparisons (Post-Hoc Tests) 
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John W. Tukey 
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1915-2000 

Tukey-Kramer (HSD) 
Honestly Significant Difference 

HSD = q MSerror
nj

HSD  is  the  mean  difference  considered    
“Honestly  Different”  given  the  number  of  comparisons.	


  
q  is  the  Studentized  Range  Statistic  based  on:	


  a)  the  number  of  treatments  	

b)  the  degrees  of  freedom  for  MSerror	


c)  the  alpha  level  for  the  family  of  comparisons	
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Hypothetical IQ Data 1000 People 
taking 20 Different Drugs  

IQ-Drugs 

46 

Multiple Comparison Summary 

•  Planned Comparisons (A priori) 
o  With 1 or 2 planned comparisons, no correction to alpha is 

usually needed (with a statistically significant main effect) 
o  With 3-5 planned comparisons, the Bonferroni correction is 

usually most powerful 
o  With more than 5 planned comparisons, the Tukey-Kramer 

HSD is usually most powerful 

•  Unplanned Comparisons (Post hoc) 
o  Use Tukey-Kramer HSD 
o  Bonferroni correction is NEVER* appropriate 

* unless you correct for every possible pairwise comparison 
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