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t = sample mean - population mean
estimated standard error of mean

T-Statistic, One Mean 

if H0 is True 
(if there is no effect) 
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If H0 is True 
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Independent Samples t-test 

•  Appropriate for independent-samples or 
independent-measures designs 
o  Treatments are applied to separate groups of people; no 

person experiences both treatments. 
o  Also called a between-subjects design 

•  Two Varieties 
o  Equal Variance Assumed (Pooled T-Test) 
o  Equal Variance Not Assumed (Behrens–Fisher problem) 
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Advantages of Repeated Measures 

•  Generally requires fewer subjects 
o  Each person is providing two pieces of data 
 

•  Well suited for studying changes over time 
o  A difference score focuses the question on individual change or growth 

•  Good for situations where there are large individual 
differences 
o  Each person is their own “baseline” 
o  More statistically powerful because the difference scores are less variable 

than the original scores 
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Advantages of Repeated Measures 

•  Generally requires fewer subjects 
o  Each person is providing two pieces of data 
 

•  Well suited for studying changes over time 
o  A difference score focuses the question on individual change or growth 

•  Good for situations where there are large individual 
differences 
o  Each person is their own “baseline” 
o  More statistically powerful because the difference scores are less variable 

than the original scores 
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Problems with Repeated Measures 

Potential for carry-over and order effects 
o  Order effects: One treatment is always second, which means there 

could be some effect of practice, fatigue, time, etc 
o  Carry-over effects: One treatment can leak (carry-over) its effect into 

the other treatment 
 

Solutions: 
o  Counterbalancing: switch the order for half of the subjects. Will wash-

out small order and carryover effects 

o  Use Independent or matched samples.  If order or carryover effects 
are very strong, cannot use repeated-measures 
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Questions about the Effect of Some Treatment 

Related (matched) 
or independent 

groups (samples)? 

One 

Two 

Matched 

Independent 
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Design 

Between 
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Design 
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scores for 
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subject? 
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Is σ 
known? 

Yes 

No 

Single 
Sample 
Design 

Single 
Sample 
Design 

Within 
Subjects 
Design 

Dependent 
Samples t test 

Single Sample 
t test 

How many 
separate groups 

(samples)? 

z test 


