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Two Possible Explanations: 
 
1.  There is no effect of 

ginseng on IQ scores and 
the 6-point increase is due 

to sampling error, ε	
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ginseng on IQ scores, τ+ε	
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Distribution of Sample Means 
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The Distribution of Sample Means 

The collection of sample means 
for all the possible random 

samples of a particular size (n) 
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Sampling Distribution 

A distribution of statistics obtained by 
computing a statistic for every possible 

random sample of size n from a population 
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The Distribution of Sample Means 

Sampling Distribution of X 
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Constructing a real Sampling Distribution 

1.  Choose a population 
2.  Enumerate every possible sample of size n 
3.  Calculate the mean for each sample of size n 
4.  Plot of histogram of the means calculated 

23 

Full Sampling Distribution for Small Population 

Sampling  Distribution  for  
Small  Population	
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Approximating a Sampling Distribution 

1.  Choose a population 
2.  Take a random sample of size n 
3.  Calculate the mean for that particular sample 
4.  Record the mean to a table 
5.  Go back to #2 and repeat 100,000 times 
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Sampling Distributions, 3 Populations 

Sample  Means  for  Random  
Samples  of  Different  Sizes	
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Sampling Distribution of X 
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•  As sample size (n) increases, the standard deviation 
of the sampling distribution decreases by the  
square root of the sample size (n) 
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