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Assessing Normality

This guide provides some ways to assess the fit of a normal distribution to a continuous variable. See options for
fitting and assessing the fit of other non-normal distributions in the Fitting Distributions guide.

1. From an open JMP’ data table, select Analyze > Distribution.
2. Select one or more continuous variables from Select Columns and click Y, Columns.
3. Click OK to generate a histogram (Histogram Only was selected in this example).
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Normal Quantile Plot

Click on the red triangle for the variable, and select Normal Quantile Plot.
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Goodness of Fit

1. Select Continuous Fit > Fit Normal from the lower red triangle for the ]
. Fix Parameters
variable.
Remove Fit
2. Inthe resulting output, click on the red triangle for Fitted Normal
Distribution and select Goodness of Fit.
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Visit Basic Analysis > Distributions > Options for Continuous Variables > Normal Quantile Plot and
Basic Analysis > Distributions > Options for Continuous Variables > Fit Distributions in JMP Help to learn more.



